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1. introduction 

The Central Limit Theorem has been described as "one of the most remark- 
able results i n  all o f  mathematics" and "a dominating personality i n  the 
world of probabil i ty and statistics" (Adams, 1974, p. 2). Jt is "one of the 
oldest results i n  probability theory" (Araujo & Gine, 1980, p. v), "occu- 
pies a unique position a t  the heart of probabilistic l imit theory" (Hall 1982, 
p. 1) and "plays a central role i n  the theory of  statistical inference" 
(Keeping, 1962, p. 90). Much of i ts  importance "stems f r ~ m  i t s  proven 
adaptability and u t i l i t y  in  many areas of mathematics, p r ~ b a b i l i t y  theory 
and statistics" (Hall, 1982, p. I), while it "account$ ve ry  largely f o r  the 
importance of the normal distr ibution i n  theoretical investigations" 
(Keeping, 1962, p. 90). 

2. The theorem 

The Central Limit Theorem may be stated as follows: 

Let X i ,  X2 . . . , Xn be a sequence of  independent r a n - '  
dom variables each having the samze d is tdbut ion with f in i te  
mean p and f inite variance of . If X, iq  the mean of 
XI, . . . , X, then the distr ibution of  the standardized 
variable Zn = (Xn-p)/(o /&) converges t o  the Normal ( 0 , 1 1 
distr ibution as n -+ . 
(Hogg & Tanis, 1977, p. 155; Mood, Graybitt E Gas, 1974, p. 195) 

The point of the theorem is that  no matter what the orininai distribution, 
the mean of a large enough sample wil l  have a nearly normal distr ibution. 
Note that  the population from which we are sampling could have a d is t r i -  
bution that  is uniform, skewed, o r  non-normal i n  some other way. It is the 
sample mean that  behaves as a random variable wi th  an approximately nor-  
mal distr ibution. This theoretical sampling distr ibut ion has p mean equal t o  
p, the mean of the population and a standard deyiation equal t o  / n. 
This powerful result may be used to  explain why, fo r  example, the obser- 
vations in  many engineering, physical and psychological processes follow 
the characteristic bell-shaped curve of the normal distr ibution. 
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3. Some l e a r n i n d  pr inc ip les  

For s tudents t a k i n g  an in t roduc to ry  stat is t ics course which includes i n f e r -  
ent ia l  statistics, t h e  Centra l  L imi t  Theorem i s  c lear ly  a sine qua non. 
However, a l though t h i s  theorem may be  regarded as t h e  cornerstone o f  s ta-  
t i s t i ca l  inference, it has been t h e  wri ter 's experience over  a number of 
years t h a t  many students f i n d  it d i f f i c u l t  t o  understand and t h a t  t h e  gener -  
al concept o f  a theoret ical sampling d i s t r i bu t i on  may be  too abstract  t o  be  
f u l l y  appreciated when f i r s t  met. Even students w i t h  a good mathematical 
background, who can appreciate a proof of t h e  theorem, may have diffi- 
c u l t y  unders tand ing i t s  signif icance. 

I n  searching . for ways t o  overcome such d i f f i cu l t ies  and t o  be able t o  p r e -  
sent t h e  essential features o f  t h e  theorem t o  students i n  an understandable 
manner, ' l e t  us  t u r n  t o  some exper ts  f o r  help. Professor Richard Skemp, a 
mathematician t u r n e d  psychologist who has p layed a major ro le in t h e  de-  
velopment o f  a t h e o r y  o f  mathematics learn ing has stated a fundamental 
p r inc ip le  o f  .the lea'rn'ing o f  mathematics: 

- 

Concepts of a higher order than those which a person already has 
cannot be communicated to him by a definition, but only by 
arranging for him to encounter a suitable collection of examples 
(Skemp, 1971, p. 32) . 

Another  mathematician-cum-psychologist, Professor Zoltan Dienes, a f te r  
inves t iga t ing  t h e  learn ing  process in chi ldren, ident i f ied  a number o f  p r i n -  
ciples on, wh ich  he belteves t h e  learning process is  based. Two o f  these 
pr inc ip les a re  pa r t i cu la r l y  re levant  here. T h e y  are 

(i) T h e  'pr inc ip le o f  perceptual va r iab i l i t y  ( later called "multiple embodi- 
ment"): "To at js t ract  a mathematical s t r u c t u r e  effect ively one must  meet 
it i n  number o f  d i f f e r e n t  si tuat ions t o  perceive i t s  b r e l y  s t ruc tu ra l  
propert ies";  

1 .  ,.,, ..' 6.: 

(ii) T h e  p r inc ip le  o f  mathematical var iab i l i t y :  "As e v e r y  mathematical 
concept .~ invo lves  essential variables, al l  these mathematical variables 
need t o  b e  var ied  if f u l l  general i ty  o f  t h e  mathematical concept is  t o  be 
achieved" (Dienes, 1963, pp. 156-158; 164, p. 40). 

: r  A , .  

As Skemp notes,. it is  t h e  teacher ra the r  than  t h e  learner who most needs 
t o  know such-  pr inc ip les-  (Skemp, 1971). Thus, these th ree  pr inc ip les have 
been summarised f o r  t h e  tescher. A teacher should: 

. . 
1. Provide a,sui table collection o f  examples which exempli fy t h e  concept. 

2. Ensure t h a t  t h e  concept is  met in a number o f  d i f ferent  si tuat ions. 

3. Ensure t h a t  al l  t h e  variables involved in t h e  concept are seen t o  v a r y .  

It was decided t o  use these th ree  pr inc ip les as guidel ines f o r  t h e  design of 
suitable learn ing  act iv i t ies.  Also, t h e  experience o f  many teachers has 
shown that,  i r respect ive  o f  t h e  mathematical background o f  t h e  students, 
t h e  effectiveness o f  a course i n  s tat is t ics is  g rea t l y  improved when aug-  
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mented by some k i n d  of  experimental work  (Murdoch & Barnes, 1966), 
while the eminent members of the Joint Education Committee o f  the  Royal 
Statistical Society and the  Ins t i tu te  o f  Statisticians have noted t ha t  a c r i t i -  
cism often expressed b y  pract is ing statisticians is  that, a t  t h i s  level, "sta- 
t is t ics too f requent ly  ignores the pract ical situation and concentrates on 
formal manipulation" (Barnet t  e t  al, 1979, p. 3). A l l  o f  the  above point  
clearly t o  the appropriateness of a pract ical approach t o  the  Central Limit 
Theorem. 

4. Practical sampling f rom d i f fe ren t  d ist r ibut ions 

There are a number of  sources tha t  g ive details o f  simple experiments in -  
volving, f o r  example, dice-rol l ing t o  i l lustrate t he  Central Limit Theorem 
(e.g. SMP 1970). The purpose o f  th i s  section is t o  outl ine fu r the r  exper i -  
ments suitable f o r  demonstrating th i s  important theorem. 

Apparatus: A box o f  wooden counters i s  required, each cpunter numbered 
according t o  a given f requency distr ibut ion.  

Met hod : 

1. Each student chooses, a t  random and wi th  replacement, a sample of  
n = 2, 5, 10 counters, records the  numbers obtained and then calcu- 
lates the mean o f  the sample. 

2. Th is  process is  repeated around the class unti l ,  say, 100 such samples 
have been selected. We now have 100 sample means f o r  samples o f  size 
n = 2, 5, 10. These results may be graphed f o r  easy compgrison. 

3. The mean and standard deviation of  the  100 sample means f o r  the d i f f e r -  
en t  sample sizes are now calculated and the exper iyentai  .results com- 
pared wi th  the theoretical results obtained by apply ing the Central Limit 
T heorem. 

Examples 

(i) Samplinq from a normal d ist r ibut ion 

A box of  200 counters is required, each counter marked according t o  
the distr ibut ion below: 

Number: 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19.20 

Frequency: 
1 2  3 4 7 9 1 2 1 5 1 8 1 9 2 0 1 9 1 8 1 5 1 2  9 7 4 3 2 1 

This d ist r ibut ion is  approximately normal wi th a mean o f  10 and a standard 
deviation of 3.93. If necessary, the calculation o f  these values could be 
done by the  students. 
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(ii) Samplinq f rom a u'niform d i s t r i bu t i on  
. . 

A box of 210 counters, w i t h  10 marked 'O', 10 marked 'I', . . . , 10 marked 
'20', is  needed. Th is  represents a uni form d i s t r i bu t i on  w i t h  a mean- o f  10 
and a s t a n d a r d  deviat ion o f  6.06. T h e  calculation o f  t h i s  mean and s tan-  
d a r d  deviat ion could again fo rm a class exercise. 

- ,  

(iii) Sampling f rom a t r i angu la r  d i s t r i bu t i on  

For t h i s  experiment, 210 counters are  again requ i red  w i t h  1 marked 'If, 2 
marked '2', 20 marked '20'. T h i s  represents a t r i angu la r  d i s t r i bu t i on  hav ing  
a mean o f  13.7 and a s tandard  deviat ion o f  4.82. Var iat ions on t h i s  theme 
are  v i r t u a l l y  ,unlimited, inc lud ing showing dif ferences between sampling 
w i t h  and wi thput  replacement. Other  possibi l i t ies inc lude t h e  use o f  tables 
o f  random numbers, For  example, t ake  t h e  populat ion as t h e  set  o f  i n te -  
gers  f rom 1 t o  99. Students d raw random samples o f  a f i x e d  size and calcu- 
late t h e  sample means. F u r t h e r  samples are  taken and t h e  mean and s tah-  
d a r d  deviation,-of. t h i s  sample o f  means are  then  found.  Addi t ional  va r ia -  
t ions would be  t o  take t h e  populat ion as t h e  squares o f  in tegers f rom 1 t o  
99. The  above experiments, even when shared o u t  on a class basis, t e n d  
t o  be time-consuming and i n  t h i s  age o f  ins tant  every th ing ,  teachers and  
students al ike may be re luc tant  t o  devote the .  necessary time. However, 
these k inds  o f  experiments which involve "get t ing  one's hands dirty" p r o -  
v ide  invaluable e x p e ~ i e n c e  f o r  which the re  is  no subst i tu te.  

5. Us ing  computer-generated random numbers 
I 

T h e  use o f  computer facil i t ies, in par t icu lar  t h e  microcomputer, enables 
t h e  r a p i d  generation o f  many sample means f o r  samples o f  v a r y i n g  sizes. 
A computer program, designed p a r t l y  by t h e  wr i te r ,  allows samples o f  
v a r y i n g  size t o  .be selected f rom a number o f  d i f f e r e n t  populat ions w i t h  
known dist r ibut ions.  The  hear t  o f  t h e  program lies i n  t h e  ab i l i t y  o f  modern 
microcomputers t o  generate random numbers ( s t r i c t l y  speaking, pseudo- 
random numbers). The  in terac t ive  program permits sampling from, f o r  i n -  
stance, a normal, a uniform, a binomial, o r  an exponential  d i s t r i bu t i on .  
Some typ ica l  examples o f  t h e  d i f f e ren t  p robab i l i t y  d is t r ibu t ions  and t h e  
sampling d is t r ibu t ion  f o r  v a r y i n g  sample sizes may be  found  i n  Thomas 
(1984) ( fo r  t h e  Apple 1 1 )  and Bloom e t  al (1986) ( fo r  t h e  BBC model B ) .  

6. Conclusion 

T h e  most important aspect o f  t h e  Centra l  L imi t  Theorem is t h a t  no s t ipu la-  
t i on  is  made concerning t h e  populat ion f rom which one is sampling. From a 
pedagogical po in t  o f  view, a s tudent  needs t o  d raw a random sample f rom a 
populat ion w i t h  a known d i s t r i bu t i on  and then t o  compare t h e  sample mean 
w i t h  t h e  population mean t o  see "how close, he o r  she comes. A n y  s tuden t  
who does t h i s  w i l l  know t h e  d i f ference between t h e  two. Students w i l l  also 
be led t o  understand t h e  d i f ference between t h e  popuiat ion mean and t h e  
mean o f  t h e  samp[e,means. It is  no t  enough f o r  a teacher t o  t a l k  about  
these ideas - concrete experience w i th  sampling is  necessary f6r success. 
It is  hoped t h a t  these experiments go some way towards enabl ing students 
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t o  observe the central l imit phenomenon operating, as well as p rov id ing  
empirical evidence o f  the  t r u t h  of  the theorem. 
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