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An important topic, which most statisticians fullyderstand, is that in order for many statistical
inference procedures to be valid, the data mustecérom a random sample. However, the
consequences of not meeting this assumption aterselemonstrated. In this paper, we discuss
how heart rate data collected by students may leel s demonstrate this concept. When asked
to collect data from a sample of five people, tlelasnts will never follow true random selection.
The resulting data then gives the instructor a &rgimber of samples of size n=5, ready-made to
estimate the coverage probability of confidenceridls for the mean heart rate. This coverage
probability has never failed to be far below thatstl confidence level. We then pool the data
and divide the observations randomly into samplesize n=5. Once confidence intervals are
constructed on each of these random samples, trexage probability is correct.

INTRODUCTION

When teaching statistics to students who are ngbring in the subject, we are often
constrained to limit the amount of theoretical tneant certain topics receive. Most of the
information provided to students concerning randmhection of samples is focused on methods
of obtaining random samples. We don’t have the tismdevelop théheoreticalreasons why it is
so important. Unfortunately, when students leaweintroductory courses and go on to perform
research in other fields, they are often satisfigtl collecting and analyzing data obtained from
non-random samples. It is likely they will not liea that statistical inference performed on such
data cannot be trusted. For example, it is allcmmmon for beginning researchers to construct a
95% confidence interval for a mean, using dateectdld from a convenience sample, and have no
idea that the actual confidence level of the iraers quite likely far below 95%.

Most introductory statistics textbooks make thenpallearly, that random sampling is
one of the conditions that must be met in ordeririéerential procedures to be valid. Usually,
however, there isn’'t space for them to provide xamgple with data. When we reach the topic of
statistical inference in our classes, we usuakgus confidence intervals first. The assumptions
that must be met are presented first, and the stsiddéten react with bored indifference, waiting
for us to just tell them how to construct the iatds.

One way | have found to bring meaning to this cphdg to have the students collect a
small sample of data from five individuals, andrthese this data to construct a confidence
interval. No instructions are given with this datalection project as to how they should go
about selecting the five individuals. Typicallyassign this project within the first week of the
semester, before sampling has been discussed aflal data may then be used throughout the
rest of the semester as a real set of data, tmtiiting most of the topics to come, and when all
students’ data are pooled they will even exhikdisomably well behaved random properties. But
here we are interested in the use of the singlepksnof size five from each student, for the
purpose of constructing confidence intervals fomean, and this topic may not occur until
halfway through the semester. Provided an insirutas a reasonably large number of students,
these samples can be used to demonstrate the gevprabability, or capture rate, of the
confidence intervals. If all goes well, which medhe samples are sufficienthad the capture
rate will be considerably below the stated confaelevel.

ASSUMPTIONS

Usually the first encounter with statistical infece involves confidence intervals, and
textbooks generally begin by presenting the necgsssumptions. One popular introductory
textbook isElementary Statisticdy Triola (2004). In this book, the topic of doience intervals
begins with proportions, and the discussion regardissumptions is quite good (pp. 298-299).
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The first given is that the sample is a simple mm&ample, which is followed by this
discussion:

“This requirement of random selection means thatiethods of this section cannot be
used with some other types of sampling, such asifstd, cluster, and convenience sampling.
We should be especially clear about this imporpait:

Data collected carelessly can be absolutely woshleven if the sample is quite large.

We know that different samples naturally produdéedent results. The methods of this
section assume that those sample differences aredihance random fluctuations, not some
unsound method of sampling.”

The author goes on to discuss bias and samplearthabt representative of the
population. While the discussion is excellentcoacrete example is provided. From my
experience, students understand and appreciateaitgpt of representative versus biased
samples with regard to a location shift, so thatehtire confidence interval is shifted below or
above the true value. However, very few will ursdi@nd that there can be bias in estimates of
variability that can cause a confidence intervddédoo narrow or too wide, even when the
location estimate is not biased.

Other popular books discuss the random samplingx@ssons in similar ways, stressing
bias from the viewpoint of location shift&tatistics in Actionby Watkins, Schaeffer, and Cobb
(2004), when introducing confidence intervals farams, discusses the capture rate of these
intervals in the students’ textbook (p. 488). Halnstructor’'s Guide(2004) accompanying the
text, an excellent discussion containing more H#tan is often found in introductory texts is
provided (pp. 126-7). They make the point cledibt the capture rate depends on random
selection, and the example given is one of locdtias. In chapter 6 of Moore and McCabe’s
(2003)Introduction to the Practice of Statistjdhey provide a very good discussion of random
sampling and make the point strongly that “Thenmedsorrect method for inference from data
haphazardly collected with bias of unknown sizgd. (%26-7). They discuss that the margin of
error in a confidence interval only includes chamagation in randomized data production, and
not the many other additional sources of error ¢hatresult from sampling design problems.
While their discussion is very good, again no ceteexample is provided.

All texts agree that random sampling is an impdreamdition that must be met for the
capture rate of confidence intervals to be corréixt we’ll discuss the use of student collected
heart rate data as an example to help studentsstade some of the things that can go wrong
when this condition is not met.

DATA COLLECTION

In my classes, | have them collect the followinfpimation from five individuals (which
can include themselves). The variables collectedGender, Smoking Status (if they smoke at
least one cigarette per day, classify as Smokegrdise Status (if they exercise vigorously for at
least 20 minutes, at least 3 times a week, classéyn as an Exerciser), Resting Pulse (Subject
must be seated for at least five minutes prioaking pulse, then count the pulse for 30 seconds
and multiply by two), and Health Rating (overalbhb as 1 = Poor , 2 = Fair, 3 = Good, 4 = Very
Good, 5 = Excellent).

This provides us with categorical, ordinal, andtoarous variable types. Heart rate is
recommended as a continuous variable because higigy variable between individuals, is
relatively easy to measure, and is noticeably &#tbby several factors, such as smoking and
exercising. The remainder of the paper will inwotiie data collected in one particular semester,
but this data is very typical of all semesters.

CAPTURE RATE FROM HEART RATE DATA

By the time the topic of confidence intervals fanaan comes up in our statistics course,
the data collected by the students has been usegtmaes for illustration of various topics. The
students have seen histograms of the individuait lrate data, showing the distribution to be
fairly normal (usually with a slight skew to thegit), and of the sampling distribution of the
sample means from their samples of size five.
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In the particular semester being used for thisudision, there were a total of 106 students
across three sections of introductory statisties tilwned in samples of heart rate data. What | do
is to treat the 530 individual observations (106es 5) as the population, and then each student
has one sample of5 from this population. The overall population meard standard deviation
are then taken from tié=530 values, and treated psando.

The discussion of capture rate of intervals begiidh a table like the following,
projected on the screen in the classroom. Thig &iows the mean and 95% confidence interval
for each student’s sample, flags whether the ialecapturest, and computes the overall capture
rate. The student’s initials are used in the tabl¢hey can focus in on their own interval. Here,
the table has been abbreviated to save space.pdfgation values of the mean, variance, and
standard deviation afe= 72.550% = 120.87, and = 10.994.

Table 1: Individual Student Confidence Intervals

Lower | Upper Capture | Capture
Sample| Initialss n Mean SD CLM CLM Capture | Count Rate
1] AW 5 71| 13.748 53.98 88.07 Y 1 0.9%
2| ALP 5 76.6 8.735 65.7p 87.45 Y 2 1.9%
3| ANW | 5 76.8] 13.387 60.18 93.42 Y 3 2.8%
4| ARW | 5 61.2 5.215 54.7R 67.68 3 2.8%
5|AW |5 70.6 4.615 64.8f 76.33 Y 4 3.1%
all but first five and last five students omittestén...
102| SISW | 5 71.2 7.155 62.32 80.P8 Y 81 75.[71%
103 | SIM 5 68 5.244 61.49 74.51 Y B2 76.6%
104 | SPB 5 70.9 6.8 62.27 79.83 Y 83 77.6%
105| TCS 5 76.9 6.578 68.64 84.P6 Y 84 78.6%
106 | WAG | 5 81.6 8.295 718 91/9 Y 85 79.4%

The last row of the table shows that the total t@dintervals which capturgdis 85, for
a capture rate of 79.4%. | have found the mosic#ffe presentation of this information is to
show the table one page (or even one row) at g alleaving the students to have the expectation
that by the time we reach the last row, the captate will be 95%. | act as surprised as them
when it doesn’tl Then | start a discussion of vy capture rate was so far off, asking them to
think about what could have gone wrong. | suggesbuld be because statistics is just a lot of
tricks and it doesn’t really work, or perhaps werdi follow the rules! | remind them of the
conditions that must be met in order for the captates to be valid. They quickly determine it
must have been the random sampling condition, séher have a discussion about why their
convenience sampling methods lead to a much loagtuce rate. The discussion questions and
answers go something like this:
Q: Some samples could be biased if they sampledl,aflaathletes. If they were all unbiased,
how many samples would be expected to be more @@ standard errors away from the
population mean (which is 72.55)?
A: Five percent of 106, or about 5. But in thése there were 11 (show the computations), so
thereis bias in at least some of the samples. That'sxira &, or about twice as many as
expected. Since the confidence intervals from mb#tese would not be expected to capture the
population mean, this may account for up to a 6%a#ese in the capture rate, which takes us to
roughly 89%.
Q: The observed capture rate is still 10% less B@06, so something else is happening, too.
Many of the samples with meandthin 1.96 standard errors also do not capture. Whed timat
suggest about the length or our intervals, on @esta
A: They must be too short.
Q: Since all intervals used the same, fixed, danfce level and therefore the same critical value,
what determines the length of the confidence irtisf
A: The standard deviation (variability) of the gae
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Q: So the variability must be, on average, toolsmim fact, the “average” of all 106 sample
standard deviations is 9.4 (computed as the sqoatef the average of the variances), while the
population standard deviation is 11. In other wottere isn't as much variability between your
five subjects as there would be if you randomlesid them from the population. What is it
about convenience sampling that could cause this?

A: When we use convenience sampling in this ggttive tend to select people similar to each
other (and quite likely similar to ourselves). kwstance, members of the basketball team tend to
select other players. Art majors tend to selelseroart majors, and sorority sisters tend to select
other sorority sisters. Also, in many cases, sitgdselect family members, like siblings and
parents, so there are some genetic similaritiesn dverage, the convenience samples
underestimate the actual population variabilitystag the intervals to be too short.

| then refer back to the above table, where itl@maseen that many of the sample standard
deviations are too small (comparing to the popoitestandard deviation of 11).

Finally, to convince them that the statistics dtualty “work” as long as you follow the
rules, | repeat the above table using randomly ema@amples of size 5 from the population of
530 individuals. Using a statistical software pagd, | randomly divide the 530 observations into
106 samples of size 5, and compute the 95% cordedémtervals and capture rate for these
samples. | show an identical table to Table 1, umihg a sample ID number instead of the
initials. By the last row of the table, the cajptuate is always close to 95%. | again ask them to
look at the standard deviations from these samplesthey are noticeably more balanced around
the population value. Of course the capture rataever exactly 95%, but it is always close
enough to attribute any difference to random flatn from a relatively small number of
samples. From experience it has never been be&wd@ higher 97%.

| also give some descriptive summaries of the ¥86dom” samples. For instance, there
were a total of seven, or 6.6% of the sample m#aisvere more than 1.96 standard errors away
from the population mean (72.55), which is veryseldo the expected 5%. The “average”
standard deviation of the random samples was 1@at9, close to the population value of 11.
(Again, note that this “average” is the square widhe average of the variances.)

DISCUSSION

The importance of random sampling in the collectioh research data is well
documented. However, the impact of failing to wmelom selection is often not fully appreciated
by introductory statistics students, who tend tomta focus on cook-book approaches and step
by step computations. They often resist the isbns encouragement to “think statistically.”
The use of student collected heart rate data, l@dmnsuing discussion of confidence intervals
constructed using this data, provides a hands-@mcrete example that is often lacking in our
textbooks. The students can see first hand sortteedhings that can go wrong, which fosters an
interest in good science and enhances their alolitigink statistically.

Admittedly, some of the discussion and methods shbhere lack statistical rigor. For
example, when the computer is used to randomlycsekmples of size five from the pooled
student data, the sampling is done without replargrand amounts to a random patrtitioning of
the total number into groups of size five. Sucttipaning does not truly meet the requirement of
simple random sampling, but I've found that tryiegdo this adds too much confusion and much
of the intended message gets lost. These studemy sophisticated enough to fully understand
such complexities, and so the random partitioniag proven to be the preferable method.
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