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1. Introduction

“Variability is our business”, or so we statisticians like ¢laim. Though it is possible to describe the
ways in which mature applied statisticians think about drehtmodel variability in particular scientific or
engineering contexts (Wild & Pfannkuch 1999), it is much endifficult to trace how they come to that un-
derstanding. Another way of saying this is to ask, “How dalstus, with all their textbook knowledge and,
perhaps, naive ideas of how to apply that knowledge to nedll@ms, progress to be mature statisticians?”
The glib answer is, of course, experience, but it does notaaxpow that process occurs. We explore this
question by examining some instances where statisticiath®@n-statisticians look at the same problem rather
differently. From these examples, we can draw some testatwclusions about the different ways in which
statisticians and non-statisticians think about varngbilMoreover, they suggest to us that a useful way of
hastening students’ understanding of variability is to bora contact with real problems — student experiments
or projects, for example — with a coherent conceptual fraonkihat emphasizes accepting, describing, and
modelling variability.

2. Thinking About Variability

We use the word ‘variability’ to describe the situation iniefhobservations or measurements ought to
be the same, but are not. To begin exploring how statisscraight view variability in a particular context,
let’s consider the following example.

Measurements of the iron content of successive batchegyaf gmoduced by a crystallization process
will almost certainly be different. Statisticians mighgat this variability in iron content measuremeatssif it
were generated from a probability distribution and thenthg&gmodel to predict the iron content of the next
batch of sugar. Implicit in doing so, of course, is the asdionpthat the future will behave like the past,
that the crystallization process will continue to functionthe same way that is has before. There are, no
doubt, elaborate deterministic models that could be usetks$oribe how iron content varies with changes in
crystallizer operating conditions and feed charactesstSuch models, arising from a detailed knowledge of
the kinetics and thermodynamics of crystallization, repré how a particular quantity @henomengniron
content, is generated. In the real world, however, we cap @gerve measured quantities, and the key insight
of statistics is to viewneasured datas having been produced bgata generating mechanisghindsey 1996).

One way of expressing this mechanism is to write

(1) Data= f(true state of nature, noise

There are many elaborations of this, the simplest beingtligatrue state of nature and noise are additive, and
both can have complicated structures. Without getting tinéophilosophical debate about whether we should
considerall variability as ultimately explainable, we can think of theise as reflecting variability that, given
the context and current scientific knowledge and econommstcaints, wecannot or choose not tpexplain.
Several authors (Gould 2004, Lambert 2000, Wild & Pfannki®A9) have pointed out that modelling the
noise component well is often as important as modellingrilne $tate of nature. Indeed, for some purposes, we
may only require a relatively simple model for nature; foample, a simple linear model with covariates might
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be sufficient to allow operators to make adjustments over@waange to a crystallizer to keep it on target. A
reliable description of the noise component is required,aasbert (2000) writes, “to understand what is likely
and what is not. It is also needed to understand how relifiel@stimated mean or prediction is.”

In what ways do statisticians grapple with variability? &vand Pfannkuch (1999) outline a four-step
procedure — noticing and acknowledging; measuring and hnogieexplaining and dealing with; and investi-
gating. Most important of all, these steps are carried othiwa specific problem context, where the objective
may be to generate new knowledge or to make predictions tiidiewised to make decisions

At the risk of making an unreasonably broad generalizaficseems to us that many people with other
types of training, such as mathematicians and engineers,ttetake a more deterministic view of the world.
They have considerable subject-matter knowledge thasengial for interpreting data and advancing our col-
lective knowledge, but the flip side of the coin is that, likamg students, “they will come up with ... causal
explanations with little or no prompting” (Wild & Pfannkuctf99, p. 238), even when causal explanations
may not be justified. Hence, one of the principal differerioesveen statisticians and non-statisticians is psy-
chological. Instead of seeing large numbers of particuatgrministic) events, such as those that might alter
the iron content of the next batch of sugar, a statisticidhtugiat them collectively aguantifiablenoise. This
psychological difference can lead to a different emphasismaddressing the same scientific or engineering
problem, and the next section provides some examples.

3. Some Examples

In this section, we illustrate some of the ways in which staians and non-statisticians view or treat
variability differently. These examples have been dravamfiour consulting experience, and therefore some
details have been altered to protect confidentiality.

e Emphasizing Bias One of us was involved in working with scientists who werealeging a biosensor

to measure trace concentrations of analyte. After the sdvab been prepared, it was calibrated by
measuring its electrical response to several concentratimandards. For each standard, an electrical
decay curve was measured, and the parameter of interesvéisagxtracted was the maximum slope
of the decay. How did the scientists know that the maximumpestmughtto be measured? They had
developed complicated mechanistic models that told thentkie maximum slope was a parameter that
characterized the response of the sensor to a given coatientof analyte, and hence it could be used
to construct a calibration curve.

The decay data were rather messy, however, and differeme-ditting methods gave different results.

To help remove this bias and standardize their analysiy, dbeght statistical advice. In any long and

complex analytical procedure, standardization of datdyaisgorocedures is essential, but it this instance,
it quickly became clear from discussions with scientistd @thnicians that they knew instinctively that

the really important sources of variability lay in the pregiaon of the biosensor — purity and quality

of raw materials, sensor design, operator-to-operatderdifices, environmental conditions, and many
others — and that reducing the variability in the responsg @eatingent upon reducing or eliminating

these sources. Yet, they continued to focus on reducingidisdarbthe curve-fitting procedure.

We would hazard a guess that many scientists, especialgethdo are involved in making precise
measurements of physical properties, tend to focus on fasetimes at the expense of more important
sources of variability. Lest we be too harsh on the biosemsiantists, we should add that one of us,
in a previous incarnation as a bench scientist, spent ceragite effort in making minute corrections to
dilatometric measurements of the thermal expansion oftecplar crystal — corrections for the expansion
of the glass dilatometer, temperature fluctuations, etaly-to realize later that taking into account lot-
to-lot variability was far more important than minute biasrections!

e Ignoring Variability | The design and commissioning of mineral processing plantise preserve of
metallurgical engineers, but statisticians, too, oughigicome involved. In a recent dispute in which one
of us was involved as an expert witness, a mining companyaugedsulting engineering firm regarding a
mineral processing plant that didn't work as intended. @madrtant issue was that insufficient attention
had been given to likely patterns of variability in the ingtream. The plant had been designed primarily
for the nominal or design grade of input ore, but more attenshould have been given to short-term and
long-term trends in the many aspects of average ore gradshwlffiect what happens in the plant. This
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example illustrates the importance of considering valitsthivhen a process is on the drawing board, in
particular, quantifying thexpectedcamount of variability. Though there is uncertainty abow #mount
of variability, allowing for it might have led to a more roliysrocess design or to the use of blending
stockpiles upstream of the processing plant.

¢ Ignoring Variability I One of our colleagues is currently working with endocrimidgts on identifying
biomarkers for a particular disease. Levels of biomarketisimindividuals are predictive of an increased
risk for certain diseases; for any individual within a cdhdine risk depends on the decile to which that
individual is allocated. For example, the upper quartileyrna associated with one disease, the lower
quartile with another.

He recently came across a paper in the endocrinology literah which the authors expressed surprise
that repeat measurements of the level of a particular bikendor the same individual were quite dif-
ferent. In practical terms, this meant that on the basis @ffitlst measurement, an individual might be
assigned to a high risk group; on the basis of the second dibhv@ngroup altogether. The authors of the
paper concluded that variability ought to be taken into aotavhen designing biomarker studies, but
they did not (or perhaps were not able to) specify how.

By partitioning biomarker variability into between- andtiwn-individual variability and then estimating
these two quantities, our colleague was able to show thgtdper’s results were not at all surprising.
Indeed, given the estimates of the two components of véitialihey were to be expected. In this
instance, the scientists working with the subjects and ngakiomarker measurements understood that
somehow, it was important to consider variablity, but thegrevnot able to articulate that qualitative
understanding into statistical terms. By contrast, an e&peed statistician was immediately able to
grasp the essential elements of the problem and draw semsibtlusions about the expected variability
between repeat measurements.

¢ Differences Between Study and Target PopulationgOne of us was involved in the problem of finding
the relationship between the readings of a set of strainegmagd the weight of a vehicle which travels
on aroad pavement into which the strain gauges have beeateids&omeone with a deterministic view
might be concerned only with finding the equation which besstctdibes the relationship between the
readings of the strain gauges and the vehicle weight. Anrexqueed statistician will also be interested
in the precision of this relationship and the robustnessigfyirecision: whether the precision might be
different for other road pavements, or might change acogrtb the way the strain gauges were inserted
into the pavement. He/she should also be interested indenisj whether there is enough information
available to make a useful prediction about the likely fatprecision of such devices or whether the
amount of uncertainty is such that more data should be ¢etledf more data is to be collected then
the expenditure of such data-collection effort should bdepiby consideration of which components of
uncertainty most need to be reduced.

These and other examples suggest to us that scientists gireers, those who are best placedhbserve
variability and who know viscerally that it exists, are oftthe ones in whom two apparently irreconcilable
ideas exist simultaneously. On the one hand, their scierttdining tells them thaif only they knew the
(deterministic) model exactly and could measure its inpuiegisely, they could predict outputs exactly; on
the other, their contact with the messiness of real proseasd data tells them that ‘perfect’ knowledge is
neither attainable nor necessary. These two ideas coulddoaciled by a better understanding of variability:
acknowledging that it exists; being able to model it; anchttieawing justifiable conclusions from the analysis.
To non-statisticians, that realization can be a revelabos.

4. Helping Students Become Good Statistical Practitioners

We remarked much earlier that ‘experience’ is the answétfittsh comes to mind when we think about
our own transition to mature statisticians. But what is ivabexperience that hastens the process? First of all,
context. The problems we tackle as practicing statistece® not textbook ones, but ones in which we assist
in generating new knowledge or in making decisions that ltaresequences for people or enterprises. As a
result, statisticians have to think carefully abquatifying their conclusions, and so are forced to think about
variability. Second, we also want our conclusions to be gdizable, and so in designing an experiment, for
example, we may include design factors that we expect wilt irathe future.
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Context is also important to help students think about Wit We agree with Wild and Pfannkuch
(1999, p. 224), however, that it is not enough to “let [studfedo projects,” and the examples in the previous
section demonstrate that even individuals with considersibject-matter knowledge who are working on real
problems often misunderstand the importance of consigerariability. We also believe that contact with
real problems — students’ own experiments and projectsXample — has to be accompanied by a coherent
conceptual framework. Some aspects of that framework dieclu

¢ understanding that describing phenomena in terms of a fewpoanents of variability can be simpler than
describing them in terms of large numbers of deterministents;

e describing and modelling variability as well as the mearnt an

e eliciting information about what people don't know and extting how variable process outcomes are
likely to be.

Additionally, there are strategies for putting tertiargtitics students into situations where they can serve a
‘statistical apprenticeship’ and learn by working with maxperienced statisticians. Our organization, for
example, hires third-year students over the summer vagadiod they work either on consulting problems
or on research arising from consulting. Other strategiehiite innovative courses on statistical consulting
(Taplin 2003), and co-operative or ‘sandwich’ programs mehgfatistics students work in organizations or
enterprises.

Paradoxically, it may be easier to teach science and emifigestudents about variability because such
students are always doing experiments. Though it is truenti@ay of these experiments are demonstrations
of well-established concepts rather than open-endedtige¢isns, it is still possible to incorporate notions of
randomization, replication, and blocking in simple expemnts where the objective may be to calculate the
physical properties of a substance or material. For an attéardo so, see Burke, Phatak, Reilly, and Hudgins
(1993).

In discussions with our colleagues, they have all remarkadlit is hard to turn the clock back and put
themselves in the frame of mind in which they did not thinkttmally’ about variability. In that sense, their
(and our) past and current understanding of variabilitysasi like ‘incommensurable paradigms’ (Kuhn 1970).
Consequently, it is difficult to trace the path from a naiwe@tmature conception of variability. By examining
how some non-statisticians and statisticians think abatiakility, we have tried to examine two points along
that path, but it is clear that there is considerable workgdie done.
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RESUME

Contrairement au point de vuetterministe des scientifiques et desénigurs, la perée statistique
souligne I'importance de la variabiit. Dans cet article, nous psentons plusieurs casédudes pris de nos
dossiers de consultation statistique,aglfaide de ces exemples nous tirons quelques conclusiossijatides
mankres diferentes de pensérla variabilité. De plus, ces dé#fences nous suggent une fagon d’a@&érer
la compgéhension de la variabikt aupés destudiants .



