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TEACHING THE ELSSENTLALS OF ELEMENTARY 
PROBABILITY THEORY OR HOW NOT TO CALCULATE 

THE MEAN OF THE NEGATIVE 
HYPERGEQME-TRIG DTSTRIBUTZON 

Brosch f 1931) considers a binary t x r t  model with rred balls oitt nfa tamf of 
N. He lets his studetxts sim~ilnte the  lengrh XoEthc game if one drvws, wirhour 
replacement, rill k red balls have appeared, The students arne up with ri-te 
correct answer 

Me ohviotisly does nor atrertlpt m abcain this expeeration in class but inviws 
readers to do so. The two subnlirted solutiot-rs f Each, 199 E ; Jartous, 193 1 ) use 
the probability taw of Xand calculate the mathemstical expectation by dircct 
summation of C x fix = xf. 

In the following we present a solurion which reduces the problem to a 
simpler one, relatcs i t  to another problem that uses cornbinarorics sparin& and 
which has beeri assigncci to the 15 to 18 year age groiiy at an Irxtcrnatiorlni 
Mathetnatics Olympiad, Not only does this make it  accesdbie to students of  a 
firsr elementary course in probabiliry rlieory bur at the same it gets across ro rhe 
student a fcelitxg oFrhe randomness of  rhe This, ofcouwe, is a basic 
principle ofanyco~trse in probability. A mere sitnulation as in (Rroscti, 1971). 
a r  sophisticated sumrnarians as in (Bach, I99l) and (Xnnous, 139 I ) ,  itowever 
beaiitiful rnathernxtically, simply do net cotlvey any sense of ra~tdornness. 
Afong rite way, many of tile basic notioi~s ~Felcn~entary probability are useci. 
Our solurion then can he presented as a review example orthese basic notions 
or as an accompanying example while incroducil~g &em. 

In  rhe hilowing we will adapr the notation used in Bach ( I  9911, Brosch 
(1991) and Janous (1391) to the accepted ititerixationnl standards as in Feller 
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(1 968). In particular, Xwill denote the random variable aild not the number of 
red balls in the am, 

2. Reducing the problem to a simpler one 

It Is clear that the waiting time Xtill the occurrence of the kth success is the 
sum 

x= x, + x, .i. ... + x,, (1) 

where Xi is the waiting time after the fi - I)st till the ith success. The 
proportionalig of @ X )  with respect to k lets one hypotiresize thar the X;. are 
identically distributed. While a student has no difficulty in accepting this fact 
when sampling is done with replacement, he does have di6cuiry in exhaustive 
sarnpfing, fn an elementary course we would nor try ro prove the identical 
distribution property, The foflowing easy example (Ross, 1988, p. 241, 
problem 2 and p. 323, problem 3) shows beautifully that it is so. 

A bin of 5 transistors is  known to conrain cwo that arc defecrive. Thc 
transistors are to be tested, one at a rime, until the defkctive ones are identified. 
Denote by XI the number of tesrs made rrr~til the first defective is spotteJ and 
by & the number of additional tests until the second defective is spotted; i) ft~ld 
the joint probability mass function of and &; ii) find rhe expected number 
of tests thar are made. 

While i) is helpEuI to establish dependence between the 4, it is redly ii) that 
interests us. 

5 Thesample space St consist softhe ( ,) = 10 arrangements ofthe 5 transisrors 
(D for defective, Nfor non-defecrive). 

XI "I Yl 72. Y3 

D D N N N 1 1 3  1 1  
D N D N N 1 2 2  2 1  
D N N D N 1 3 2  1 2  
D N N N D  1 4 2  1 I 
N D D N N Z  1 1  3 1  
N D N A N 2 2 1 2 2  
N D  N N D  2 3 1 2 1 
M N D D N 3 1 1  i 3 
N N D N D 3 2 1  1 2  
N N N D D 4 f 1  I 1  
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The probability laws for 4 and 4 are ibcaricai, (We obsewe rhe same fact 
for the random variables 9, the respective waiting rimes till the non-defective 
transistors show up), Here is an exmple of two (three) different randoin 
variables defined on the same sample space having the same distribution. 

3, The probability Iaw of X 

Firsr we restrict our mention to 4. En order to simplify notation let us omit 
Tor the moment the strbscfipt I .  

The event (Xz 4 means that the waiting time up ;ra success I is larger tiran 
x, or, equivrrtencly, that the first xdraws are failures. Thus the tail probability 
P(X> x) is 

N - r  N-r-1  N - r - 2  N - r - x + l  p ( X >  x ) =  -----.-.-... 
N N-I N - 2  N-x+l 

- I_, ( N -  r>x (2) 

( N ) ,  

Observe the analogy to the geometric w e ,  i.e, when sampling is done wit11 

replacefntitr 

Ir foltows that 

P ( X =  x)= P ( X 5  x)- P ( X I  x - l f  
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Agaiti, observe the m~alogy ra rhe geometric distribution 

(Most el~rncntary texts treat the problem of rhe Nidentical keys ofwhich only 
one opens a door. T o  rhe student's surprise the probability that c11e door opens 
on any one arcempr is IlNifkeys already used are discarded, This Is Eornlula (3) 
for v =  1). 

?"he case k > f leads to the negative tiilornial distribution when sattlpling 
is done with replacement 

and for sampling wirhout replacement one obrains rhe analogous law 

f t is rhe expectation of rlris distribution which we are asked to find. in tfle 
literature, e,g. Johrlson and Kotz (13771, ir has received the name "negative 
fiypergeometric" distribution, in analogy to the fixed sample disrribt~rions with 
avariablc numberafsuccesses,where "binotniaI" is used ifsan~~iingis done wich 
replacement, and"hypergeometricw forsarnplingwithour replace~nent. (Stricfrty 
speaking, the name negative binomial was given to the number offailures betbre 
success 4 occurs. This stems from the fact that the binomial coefflcienr a n  be 
written as (-l). I'atil and Joshi (1368) makc a fiirther distincrion beween a 
negative ar~d an inverse hypergeometric distribution). 1 

We will not need the iaw for A > 1. IFwe can find the mean of& and thus I 

of x, tht meun of X = Ck X, can be obdained without mplicitly knowirzg the 
probability law of X 
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4. Relarion to another probkm 

One finds in Ross (13&8, y. 145, exercise 20) the foftowing problem: 
Bdls trumbered 1 through N are in an urn. Suppse thzt r, r c  N, of them 

are rar~dornly selected without replacemenr. Let Ydenote the hrgest number 
selected. Find the probabitiry mass function of E 

To abrai~z the probability mass function of Y note that ify is the maximum 
iluinber drzwn dl r-  r other balls in the san~ple must carry nunzbers less than 
r. Thus 

Since the add cip to 1 we get the cornbinatorid iknriry 

which is rhc hinous sum of enrries on a 45' diagonal of the Pascal triangle. 
We can eqttally easily campute the probability mass function of Z the 

smalkst number selected. By the same argument used for the Iaw of Y; 
r -  I numbers are to be selected From the N- z numbers larger than z. Thus 

(i~:.) 
P(Z= z f =  - * z= I ,  ..., N- r 4-1. 

(9 
The probability space A2 for N= 5 arld r=  2 is 

Y Y-z 
1 2 2 1 2  
1 3 3 1 2  
1 4 4 1 3  
1 5 5 1 4  
2 3 3 2 1  
2 4 4 2 2  
2 5 5 2 3  
3 4 4 3 t  
3 5 5 3 2  
4 5 5 4 1  

Table 2 
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By comparittg Table 2 ta Table I one observes thsr 

T ~ P  vnrirtb6eXt, theposibion qthejirst detective itm of;d.fech've five$ u totid 

oSN, has Be sn~nepro6abiIiy k w  df the miplimrrm Zoffiilsamples o f s ia  r drawn 
zvithout rephcarne~ztfinz a t~~ta~ufN~rxambc~ed items. Of course, this result can 
be ufieaitled in a purely fbrrllal way. Instead of tmtlsforming (3) 

i nro 

, x = t ,  2, ..., N - - r + f  lbf 

it i s  easier to work with rail probabilities. We itave (2) 

- -- (".7) using ( a ) ,  =(;I 
S "1 
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- - 

(~7) =- using ttte basic relarion of the I'ascal triangle. 

Remark: Igone proceeds &isway for the negativeilypergeomerricprohnbifity 
Iaw f4) ,  oile obrains 

This reduces far k = I to the form (6) obrained above. 

5.  The mad~ematical expectation of X 

We take $1 samptes of skte rand order rhe i~umbers 

q < x 2 < .  .. <xr,< ... < x , .  

One has 

since 5- I, numbers are srnsltei-thanxand r-  hnumbers~re larger than x. Since 
this is 3 probability law, and the are therefore surninii~g up to 1, 
we found the combinatorial relation 

IASE/ISI Satellite, 1993: Peter Nuesch



Observe that rhis relation is the sum ofthe neprive hypergeometric pro brtbif i ties 
(3) for b = k. In tfle lirerature, f 1 I )  is called the Vandermonde convoturion, c-g. 
Riordan (1968, p. 8). 

By using (1  1) and 

we get 

( I  3) holds for at i, i.e. E(X,) = f N +  I)/ (r + I j. FOF rfie random variable Xof (1) 
we get therefore 
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