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From 2001-2006 we used a number of approaches to assess how well our first-year students learn 
statistics and mathematics when introduced to different teaching methods. The topics introduced 
in their two courses include those found in a standard applied probability and statistics course. 
For example, descriptive linear regression. Most of these assessments have been based upon 
analyses of opinions and examination results from the students. This paper reports on designing 
experiments to determine whether electronic quizzes enhance student learning. A second paper 
presents the implementation of these experiments and a preliminary analysis of the data from 
these experiments.  
  
INTRODUCTION 

During the past five years we have explored a number of techniques for assessing 
different methods of teaching in our first-year quantitative courses at Babson College. The 
emphasis in the first course is on calculus, linear programming, and mathematics of finance, while 
the emphasis in the second course is probability and statistics.  This paper reports on our most 
recent effort to assess student learning using statistics.  The basic premises are that the technique 
used should be built into the course and not regarded by either the instructor or students as an add-
on, that it should be frequent, and that it should focus on fundamental skills and knowledge and 
not try to deceive the students. 

Our principal assessment design uses instructors teaching two different sections of the 
same course.  One instructor gives 10-minute quizzes at the end of each class based upon the 
material covered in that class.  Another instructor gives the quizzes once a week based upon the 
material covered the previous week.  Each of the paired sections is given a different type of quiz, 
either an electronic version hosted in EDU, or a paper version.  The electronic quizzes are graded 
and returned immediately, while the paper quizzes are graded and returned in the next class.  
Because most of the electronic quizzes are generated with random data, each student receives a 
different version of the quiz.  After a student takes a quiz once by himself or herself, he or she is 
encouraged to give or receive help from his or her fellow students.  Thus the quizzes generate 
interactions among the students and cause the learning to become a cooperative experience.  
Students are allowed to take the electronic quizzes from one to three times.   

During the semester we employed four different schemes for grading:  best of three 
attempts, average of three attempts, best of three attempts with a one-point penalty for each 
retake, and single attempt.  On each of the two midsemester exams and the final exam, we have 
several questions that are associated with a particular quiz type.  By comparing the performance 
on a particular exam question with the type of quiz our goal is to determine if there is a 
measurable benefit to using a particular type of quiz.  If different types of quizzes yield similar 
results, then we employ other criteria to determine the type we want to use for assessment in the 
future: time factors, convenience, or preference on the part of either the instructor and/or the 
students.  At the present we only have the data for the fall semester of 2006.  We will not have 
data for the spring semester until May of 2007.  Determining the optimum type of quiz is only the 
beginning of our assessment plans.  In the future we plan to investigate other course-related issues 
such as PowerPoint versus non-PowerPoint lectures and pre-class versus post-class quizzes using 
the same design. 

We have made several exploratory attempts at using electronic quizzes to begin to answer 
these questions.  Each attempt has generated issues that need to be addressed before we undertake 
more complete studies in these areas, but that is the function of this exploratory study.  The next 
paper focuses on implementation issues associated with this type of assessment effort and a 
preliminary analysis of the generated data. 
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Babson College only offers undergraduate and master’s degrees in business.   It is located 
in Babson Park, Massachusetts, just outside of Boston. There is an undergraduate international 
population of approximately 1700 students.  Roughly 40 percent of the students are female.  
When undergraduate students come to Babson, they are issued a laptop for their use during their 
years at Babson.  The laptop has Windows XP and Office 2003 as the standard software.  In their 
first semester, most students take an introduction to quantitative methods course.  Excel 2003 is 
the most common software package used in this course.  In addition to optimization and financial 
topics, this course involves some statistics.  During their spring semester of 2007 most students 
take an introductory applied probability and statistics course which uses Minitab.  The maximum 
size of each section of these classes is 30 students.   

The classrooms in which we teach are networked and have one or two digital projection 
units.  A few classrooms have both wireless and wired Internet access, but most have only one 
type of access.  Students are encouraged to bring their laptops to class and have access to the 
Internet during class.  They are able to download data sets, upload files, and access electronic 
quizzes during class. 

 
ELECTRONIC QUIZZES 

In the late nineties we began to experiment with web-based electronic quizzes using Java 
script.  Five years ago one of us received a grant from the Davis Educational Foundation to 
develop electronic material and techniques to enhance and assess student learning in our 
introduction to quantitative methods course. One of the techniques that we investigated for both 
enhancing and assessing student learning was the use of electronic quizzes.  These quizzes were 
also used for homework and for review.  Our quizzes were implemented in a package called EDU.  
EDU is very similar to a package developed by Maplesoft, Maple TA.  Our early efforts were 
devoted primarily to developing quizzes that we thought were reflective of the subject material in 
that course.  Since then we have expand these quizzes to include the first-year introductory 
applied probability and statistics course.   
Our quizzes are designed to take approximately 10 minutes.  They are used both in and out of 
class.  Most quiz questions are randomly generated so that a student can take a quiz multiple 
times.  Each time they receive a slightly different quiz.  Because students receive quizzes that are 
slightly different from one another, the answers to each quiz are slightly different.  It is not 
possible to copy casually the answers from another student.   

One of the benefits of this type of quiz is that we can encourage students to help each 
other with the concepts behind the quiz without being tempted to copy answers.  The purpose of 
this experiment was to explore alternative methods for using the quizzes and assess objectively 
the impact of alternative approaches.  Initial work was done under the auspices of an earlier Davis 
Educational Foundation grant received in 2004.   

When assessing the merits of the electronic quizzes, we had three goals in mind.  First, we 
wanted to demonstrate that the use of such quizzes did not cause any hindrance to learning.  A 
frequent criticism of assessment techniques is that they take time away from learning and are 
counterproductive.  Second, our goal was to create electronic quizzes that that would take no more 
time than their paper equivalent while being more convenient.  Third, we hoped to demonstrate 
that these quizzes, while enabling assessment of the learning process also enhance the learning 
process.  This enhancement potentially comes from several sources: active participation, 
immediate feedback with the correct answers, and repetition. 

Our quizzes are used in a variety of ways by different instructors at Babson College.  
Some prefer daily quizzes, others use them only occasionally, and finally some not at all.  Some 
instructors prefer to give paper quizzes lasting 20 to 30 minutes; others prefer electronic quizzes 
lasting five or 10 minutes.  The goal of our work in the fall semester of 2006 was to evaluate and 
to measure the effectiveness of the use of these quizzes in our two first-year quantitative courses. 

Specifically, we wanted to determine whether there is a significant difference in student 
learning between using electronic and paper quizzes.  We also wanted to explore the impact of 
quiz repetition when the students are required to take the quizzes more than once.  Finally, we 
wanted to explore the consequences of different quiz grading schemes.  
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We wanted to investigate the impact of the following grading schemes:  best of three 
attempts, average of three attempts, best of three attempts with a one-point penalty for each 
retake, and single attempt.  Hence the purpose of our experiments was to employ quizzes in 
different manners to measure the impact of these alternative methods on student learning. 

 
EXPERIMENTAL DESIGN 

When we designed our experiments for the fall semester of 2006, we explored several 
alternatives.  Our original plan was to obtain demographic data from admissions for prior classes, 
construct a model to predict the student performance in our first-year quantitative courses, and 
randomly assign the students to three treatments.  There would be three treatments: the students in 
one class would take no quizzes, in the second class students would take only electronic quizzes, 
and the in the third class students would take only paper quizzes.  This plan was not implemented 
for several reasons.  We could not get timely access to the demographic data and were not able to 
influence the assignment of students to specific sections. 

Our actual design was based upon a crossover design.  We divided the subject content of 
the each course into blocks. The aim was to construct each block so that the student competence 
in one block was different from that in other blocks.  For example, in the probability and statistics 
course one block was probability and discrete probability distributions; a second block was 
normal distributions.  After separating the material in the courses into blocks, we were able to 
assign different treatments to each class in each block by employing a different type of quiz for 
each section.   

To measure the effectiveness of a quiz on learning a given block of material, we used 
performance on exam questions.  Each course had two midsemester exams and one final exam.  
Each exam had roughly 10 questions, each worth approximately 10 points.  For each exam, we 
included two to four questions on different blocks of material.  The plan was to match the 
performance on each of the selected questions with the corresponding quiz.  The goal was to 
identify types of quizzes or grading schemes that yielded better performance on the corresponding 
exam question. 

We used a crossover design so that each class would receive the same number of each 
type of treatment.  For example, students in one section would take an electronic quiz on discrete 
probability distributions, and the next time that section would take a paper quiz on normal 
distributions.  An alternative design would be to select one section and give no electronic quizzes 
and select another section and give only electronic quizzes.  We decided that this was impractical 
because of potential student complaints from those taking and those not taking the electronic 
quizzes.  There was also concern about the impact on end-of-the-semester student opinion surveys 
which have a major impact on the perception of faculty teaching by the administration. 

Our primary design used paired sections.  We had hoped to have multiple sections with 
different instructors, but we only had four sections taught by two instructors.  One instructor 
taught two sections of the introductory applied probability and statistics course on the same days.  
Unfortunately these sections were in very different rooms and at different times. The other 
instructor taught two sections of the introduction to quantitative methods course.  These were held 
in the same room during adjacent time slots.  When any given block of material was being 
covered, students in one section would take electronic quizzes and the students in the other 
section would take paper quizzes.  When the course went to the next block of material the quiz 
types would be reversed.  The quiz types were balanced so that at the end of the semester students 
were exposed to equal numbers of both types of quizzes.  Using different types of quizzes was the 
basis of one hypothesis we investigated.  Another hypothesis we investigated was the impact of 
the frequency of quizzes between each pair of sections.   

We also had a single section of the introduction to quantitative methods course.  In this 
course we explored the impact of the different grading schemes, mentioned above, on student 
performance.   

Our primary goal was to evaluate alternative ways of administering the quizzes.  First, we 
hoped to determine whether there was a quantitative difference in learning associated with the 
different quiz types.  The idea was to have questions on an exam that were associated with a given 
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block of material.  We wanted to compare the performance of students on that block of material 
who had taken electronic quizzes with those who had not taken electronic quizzes.  

There was a need to compensate through the use of covariates for possible differences of 
ability between the students in each of the two sections.  Unfortunately although the design seems 
valid, we were concerned that the effect we were trying to measure might not be detected due to 
the constant switching.  That is, students might take two different types of quizzes during the 
same week.  It might take them a while to become familiar with the different types of quizzes. 

In addition to using the grades on the quizzes and three exams and covariates to compare 
the effectiveness of different quiz techniques, we used results from three additional surveys.  At 
the beginning of each course, we had the students take a data collection survey in which we 
obtained demographic data about the students.  We solicited data about such items as SAT scores 
and gender.  At the end of the course, we administrated two surveys to solicit their opinions on 
various aspects of the course.  One survey focused on their general experience with and their 
attitude towards the course.  The second survey asked about their experience with and attitudes 
toward the electronic quizzes.  We also gathered data on how many times each student visited 
Babson’s Math Resource Center to obtain extra help.   

The data that we collected were as organized as follows.  The survey data were collected 
on a class website and entered into an Excel spreadsheet.  All data for each student were placed on 
one line of a spreadsheet.  For each student, we had their responses to the three surveys, their 
score on each quiz question, an index variable indicating the type of each quiz they took, and their 
performance on each of the questions from midsemester exam 1, midsemester exam 2, and the 
final exam.  All quiz and exam questions that were part of the experiment were graded on a 10-
point scale.  Because we have more data than we could report in this paper, we selected a subset 
of the data to analyze for the purpose of investigating the effectiveness of the electronic quizzes. 

 
ELECTRONIC VERSUS PAPER QUIZ EXPERIMENTS 

We began each semester with one or two practice electronic quizzes to familiarize 
students with that environment.  In the introductory applied probability and statistics course, we 
focused on the following question.  Is there a significant different in the effectiveness on learning 
between electronic versus paper quizzes?  We had two sections taught by the same instructor.  
These sections were taught twice a week on Tuesdays and Thursdays.  In this course the quizzes 
were given at the end of each class.  The quizzes were designed to take roughly 10 minutes.  Each 
quiz was based upon the material covered in that class.  The quizzes were given during the last 10 
minutes of each class.  Because there is a 30 minute break between classes, students were able to 
take an extra 10 to 20 minutes on each quiz if they wished.  The first time a student took a quiz, 
they took it by himself or herself.  If they did not understand the material, they were able to seek 
help before retaking the quiz.  They were required to retake the quiz two more times before 8 a.m. 
the next morning.   

After the students took the quiz the first time, they were encouraged to interact with other 
students.  Because only one of the three attempts was individual, we though it best to use the 
average of the three tries as the score on the quiz.  The purpose of the interaction was to enable 
students to learn from each other.  Because the questions were randomly generated, it was not 
possible to copy casually another student’s answer.  It is necessary to work the answers to each 
quiz individually.  The idea is to transform learning into a more cooperative experience.  Thus, if 
a student needs help with the quiz, he or she could recruit help from a classmate, or if a student 
understands the material then he or she can volunteer help to a classmate.  The hope was that by 
making the quizzes more of a cooperative experience, either inside or outside of the classroom, 
this would enhance student learning on the quizzes.  By encouraging repetition on the quizzes it 
was hoped that students would better learn and retain the material.   

The paper quizzes were given once at the end of each class and collected and returned the 
following class.  There was no opportunity to retake the paper quizzes.  The experiment was 
designed in such a manner that each person took the same number of paper and electronic quizzes.  
The correct answers to the electronic quizzes were immediately available after a student submitted 
his answers.  It was expected that students would compare their answers with the correct answers 
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and learn what they did wrong.  Thus they could correct their mistakes before they took the quiz a 
second and third time. 

Two midsemester exams and a final exam were given in this course.  Each quiz was 
graded on a 10-point scale.  Each exam had 10 questions, each one graded on a 10-point scale.  
The design was to pair certain questions on each exam with the quiz question designed to help 
learn that material.  Thus we could analyze the relationship between the performance on a 
particular exam question and the student performance on the quiz question.  The goal was to 
determine which best facilitated learning, electronic quizzes or paper quizzes.  Could we 
demonstrate a difference in performance for a given block of material between those who had 
taken electronic quizzes and those who had taken a paper quiz? 

We had two sections of the introduction to quantitative methods course taught by the 
same instructor.  The goal of the experiment in the two paired sections was the same as in the two 
probability and statistics sections but using different types of material and less frequent quizzes.  
Once a week when a quiz was given, it was administered it was given at the end of class and the 
students in one section took an electronic quiz two more times before 8:00 a.m. the next day.  The 
quizzes were designed to require five to 10 minutes, but students were given 10 minutes during 
class and up to 20 minutes after class to complete.  Again the course was divided into blocks.  On 
each block one section was given an electronic quiz and the other and a paper quiz.  The major 
difference to the other paired section experiment was that the quizzes were not given daily.  
Instead they were given once a week during non-exam weeks. 

To analyze the results, selected questions on the final exam and midsemester exams were 
paired with the question on the quizzes that most closely covered the same topic.  Again the 
performance on a selected exam question was calculated.  When students took quizzes only once 
a week, did students who had taken an electronic quiz on that topic perform differently than those 
who took a paper quiz?   

In the other section of the introduction to quantitative methods course, we gave daily 
quizzes.  But this time the quizzes were divided into groups with different grading algorithms.  
Four schemes were used to determine the quiz score.  Take a quiz: multiple times with a one-point 
penalty for each take, three times and chose best score, three times to get the average, and only 
once and count that score.  Again the analysis was similar, but the hypothesis investigated was the 
impact of the grading scheme on performance.  Could one show that one grading scheme was 
better than others? 

There were a number of different lessons learned from administering the quizzes based 
upon this experimental design.  These are discussed in the next paper.  

This work has been supported by a grant from the Davis Educational Foundation. 
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