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If a simple random sample is drawn from a normal distribution or the sample size 𝑛 is large, the 
normal inverse function can be used to obtain a confidence interval of the population parameter 𝜇 
or 𝑝.  The traditional teaching method, finding a confidence interval indirectly through a 
standardized normal variable, is not necessary. The study shows that once the normal distributed 
random variables, 𝑋� or 𝑃�, have been specified, the lower and upper quantiles of the distribution of 
the variable form an interval estimation of the population parameter 𝜇 or 𝑝, and the lower and 
upper quantiles can be directly computed by using normal inverse function in statistics or 
mathematics software packages. Two examples given in my teaching show, furthermore, the 
investigation of normal inverse function in teaching the inference about the population parameter 
provides a more quick, direct and natural manner to solve the problems. 
 
INTRODUCTION 

An algorithm for the inverse normal cumulative distribution function, called normal 
inverse function generally, widely exists in many computing software packages. However, it is 
limited to use for finding the critical value 𝑧𝛼/2 or 𝑧𝛼 when we teach inference about population 
mean and population proportion. The reason of the restriction is that if a problem is involved in a 
normal distribution, we usually work on the standardized normal distribution rather than directly 
solve the problem implicating the non-standard normal distribution itself. To compute a confidence 
interval of a mean 𝜇  or proportion 𝑝  of a population in introductory statistics textbooks, for 
instance, it is expected to find 𝑧𝛼/2  at the first and then perform calculations 𝑥̅ ± 𝑧𝛼/2

𝑠
√𝑛

  or 

𝑝̂ ± 𝑧𝛼/2�
𝑝�(1−𝑝�)

𝑛
 if the sample size 𝑛 is large enough. This paper investigates the method that the 

quantiles of the distribution of the specified random normal variable are used for inference about 
the population mean and population proportion, and the quantiles can be directly obtained by using 
the normal inverse function. In addition, the idea of quantiles of the distribution of the specified 
random normal variable can also apply to hypotheses tests to determine the rejection region. 
Furthermore, two examples in last section demonstrate that the normal inverse function and the 
normal distribution function can also apply to teach the problem of computing a probability of 
making a type II error. These methods had been used to my teaching in the courses of principles of 
statistics and mathematical statistics in two semesters. The investigation of normal inverse function 
on the inference about the population parameter provides a more quick, direct and natural manner 
to solve the problems in class teaching. 

 
NORMAL INVERSE FUNCTION IN TEACHING CONFIDENCE INTERVALS 

The method: Using the quantiles of the distribution of a specified variable to construct a 
confidence interval and computing the quantiles directly by using the normal inverse function can 
be introduced to students after the following three definitions to be reviewed. 

Definition 1. Let 𝑋 be a random variable. A 𝛼 quantile of the distribution of a random 
variable 𝑋 is value 𝜉𝛼  such that 𝑃(𝑋 < 𝜉𝛼) ≤ 𝛼 and 𝑃(𝑋 ≤ 𝜉𝛼) ≥ 𝛼. 

Definition 2. Let 𝑋 be a random normal variable with mean of 𝜇 and standard deviation 
of 𝜎. The normal inverse function is defined in terms of the normal 𝑐.𝑑.𝑓. as 

𝑥𝛼 = 𝐹−1(𝛼;  𝜇,σ) = {𝑥: 𝐹(𝑥;  𝜇,σ) = 𝛼}, where 𝛼 = 𝐹(𝛼;  𝜇,σ) = 1
𝜎√2𝜋

∫ 𝑒−
(𝑡−𝜇)2

2𝜎2
𝑥
−∞ 𝑑𝑡. 

Definition 3. The normal inverse function in Definition 2 is defined to be in name 
Norminv or NORM.INV in statistics or mathematics computing software packages. That is, 
𝑥𝛼 = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(𝛼, 𝜇,𝜎) in Excel. 
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With the assumption that a simple random sample is drawn from the normally distributed 
population or has enough large sample sizes throughout the study, normal inverse function in 
teaching confidence intervals in the different scenarios are summarized in the following cases 
along with the very simple proof in Case 2.1 to students. 

Case 2.1 Suppose that a simple random sample of size 𝑛  is drawn from a normal 
distribution with unknown mean of 𝜇 and standard deviation of 𝜎 < ∞, and 𝑥̅ is the sample mean. 
Let 𝑋� be a random normal variable with mean of 𝑥̅ and standard error of 𝜎

√𝑛
 and 𝑥�𝛼/2  be the lower 

𝛼
2

 quantile and 𝑥�1−𝛼/2 be the upper 𝛼
2

 quantile of the distribution of 𝑋� .  Then a 100(1 − 𝛼)% 
confidence interval for 𝜇  is (𝑥�𝛼/2,𝑥�1−𝛼/2 ), and the lower bound 𝑥�𝛼/2  and the upper bound 
𝑥�1−𝛼/2 can be directly computed by using the normal inverse function. That is, 𝑥�𝛼/2  =
𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(𝛼

2
, 𝑥̅ , 𝜎

√𝑛
)  and 𝑥�1−𝛼/2 =  𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(1 − 𝛼

2
, 𝑥̅ , 𝜎

√𝑛
) , where 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉  is the 

inverse of the normal cumulative distribution in Excel in Definition 3.  
  Proof: Let a random variable 𝑋�   follow the normal distribution with mean of 𝑥̅  and 
standard deviation of 𝜎. Then we have  
𝑃 �𝑋� < 𝑥̅ − 𝑧𝛼

2

𝜎
√𝑛
� = 𝑃 �𝑍 < −𝑧𝛼

2
� = 𝛼

2
 and 𝑃 �𝑋� < 𝑥̅ + 𝑧𝛼

2

𝜎
√𝑛
� = 𝑃 �𝑍 < 𝑧𝛼

2
� = 1 − 𝛼

2
. 

By definition 1, the equations in above show that the lower bound 𝑥̅ − 𝑧𝛼
2

𝜎
√𝑛

 is 𝛼
2
 quantile 

and the upper bound 𝑥̅ + 𝑧𝛼
2

𝜎
√𝑛

 is 1 − 𝛼
2
 quantile of the random variable 𝑋�, respectively. 

Since the random variable 𝑋�is normal distributed with mean of 𝑥̅ and standard error of 𝜎
√𝑛

, 

we can simply use the normal inverse function to compute the lower 𝛼
2
 quantile of 𝑥�𝛼

2
 and the upper 

1 − 𝛼
2
 quantile of 𝑥�1−𝛼2

.  By definition 2 and definition 3, the lower and upper bounds of a 100(1−
𝛼)% confidence interval can be directly computed by using computing software packages. In 
Excel, for instance, 𝐿𝐵 = 𝑥�𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(𝛼

2
, 𝑥̅ , 𝜎

√𝑛
)  and =  𝑥�1−𝛼/2 =  𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(1 −

𝛼
2

, 𝑥̅ , 𝜎
√𝑛

). 
Case 2.2 Suppose that a large number of simple random samples of size 𝑛 is drawn from a 

population, and the population mean 𝜇 is unknown. Let 𝑥̅ be the sample mean and 𝑠 be the sample 
standard deviation. Let 𝑋� be a random normal variable with mean of 𝑥̅ and standard error of 𝑠

√𝑛
. 

Let 𝑥�𝛼/2  be the lower 𝛼
2

 quantile and 𝑥�1−𝛼/2 be the upper 𝛼
2

 quantile of the distribution of 𝑋�. Then a 
100(1− 𝛼)% confidence interval for μ is approximately given by (𝑥�𝛼/2,𝑥�1−𝛼/2), and the lower 
bound 𝑥�𝛼/2  and the upper bound 𝑥�1−𝛼/2 can be directly computed by using the normal inverse 
function. 𝐿𝐵 = 𝑥�𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(𝛼

2
, 𝑥̅ , 𝑠

√𝑛
) and 𝑈𝐵 = 𝑥�1−𝛼/2 =  𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(1 − 𝛼

2
, 𝑥̅ , 𝑠

√𝑛
). 

Similarly, to find a confidence interval for the population proportion, the specified random 
normal variables 𝑃� is introduced. The lower 𝛼

2
 quantile and upper 𝛼

2
 quantile of the distribution of 

the specified random normal variable 𝑃� form a 100(1− 𝛼)% confidence interval of the population 
proportion 𝑝 . Therefore, the lower and upper 𝛼

2
 quantiles of the variable for a 100(1− 𝛼)% 

confidence interval of the population parameter 𝑝 can be directly computed by using the normal 
inverse function, which is described in the following cases. 

Case 2.3 Suppose that a large number of simple random samples of size 𝑛 is taken from a 
population with unknown population proportion of 𝑝, and 𝑝̂ is the sample proportion. Let a random 

variable 𝑃�  be normal distributed with mean of 𝑝̂ and standard error of �𝑝�(1−𝑝�)
𝑛

. Let 𝑝̂α/2 be the 

lower 𝛼
2

 quantile and 𝑝�1−𝛼/2   be the upper 𝛼
2

 quantile of the distribution of 𝑃� . Then a 100(1 − 𝛼)% 
confidence interval for 𝑝 is approximately given by (𝑝�𝛼/2,𝑝�1−𝛼/2), and the lower bound 𝑝�𝛼/2  and 
the upper bound 𝑝�1−𝛼/2 can be directly computed by using the normal inverse function, 
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respectively. For instance, use NORM.INV function in Excel, 

𝐿𝐵 = 𝑝�𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(𝛼
2

, 𝑝̂,�𝑝�(1−𝑝�)
𝑛

) and 𝑈𝐵 = 𝑝�1−𝛼2
= 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉(1 − 𝛼

2
, 𝑝̂,�𝑝�(1−𝑝�)

𝑛
). 

Case 2.4 Suppose that a large number of two simple random samples of sizes 𝑛1 and 𝑛2 
are taken from the two populations, respectively. Suppose that the two population proportions of 
𝑝1and 𝑝2 are unknown, and 𝑝̂1 and 𝑝̂2 are the sample proportions for two populations, respectively. 
Let a random variable 𝑃1 − 𝑃2 �  be normal distributed with mean of 𝑝̂1 – 𝑝̂2 and standard error of 

�𝑝�1(1−𝑝�1)
𝑛1

+ 𝑝�2(1−𝑝�2)
𝑛2

. Let (𝑝1 − 𝑝2) � 𝛼/2be the lower 𝛼
2

 quantile and (𝑝1 − 𝑝2) � 1−𝛼/2 be the upper 𝛼
2
 

quantile of the distribution of 𝑃1 − 𝑃2 � . Then a 100(1− 𝛼)% confidence interval for the difference 
of the two population proportions 𝑝1 − 𝑝2  is approximately given by ((𝑝1 − 𝑝2) � 𝛼/2 , 
(𝑝1 − 𝑝2) � 1−𝛼/2), and the lower bound (𝑝1 − 𝑝2) � 𝛼/2 and the upper bound (𝑝1 − 𝑝2) � 1−𝛼/2 can be 
obtained by using the normal inverse function, respectively. That is, 

𝐿𝐵 = (𝑝1 − 𝑝2) � 𝛼
2

= 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �𝛼
2

, 𝑝̂1 – 𝑝̂2,�𝑝�1(1−𝑝�1)
𝑛1

+ 𝑝�2(1−𝑝�2)
𝑛2

�, and 

𝑈𝐵 = (𝑝1 − 𝑝2) �
1−𝛼2

= 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �1 − 𝛼
2

, 𝑝̂1 – 𝑝̂2,�𝑝�1(1−𝑝�1)
𝑛1

+ 𝑝�2(1−𝑝�2)
𝑛2

�.  

 
NORMAL INVERSE FUNCTION IN TEACHING THE HYPOTHESES TESTS 

Use technology of normal inverse function for determining the lower and upper bound of a 
confidence interval for the population parameter can also be expanded to the content in teaching 
the simple hypothesis test. Using the inverse function with respect to the specified variable to 
determine the rejection region is demonstrated in the following two types of cases. 

Case 3.1 Let a large number of simple random samples of size 𝑛  be drawn from a 
population with mean of 𝜇 and standard deviation unknown. Let 𝑥̅ be the sample mean and 𝑠 be the 
sample standard deviation. Suppose we want to test the hypotheses as following at size 𝛼, 𝐻0: 𝜇 =
𝜇0 versus 𝐻1: 𝜇 ≠ 𝜇0. Then the critical values 𝑥̅𝑐 for the rejection region are given by 𝑥̅𝑐,𝑙𝑜𝑤𝑒𝑟 =
𝑥̅𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �𝛼

2
, 𝜇0, 𝑠

√𝑛
�, and 𝑥̅𝑐,𝑢𝑝𝑝𝑒𝑟 = 𝑥̅1−𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �1 − 𝛼

2
, 𝜇0, 𝑠

√𝑛
�. 

Case 3.2 Suppose that a large number of simple random samples of size 𝑛 is taken from a 
population with the population proportion of 𝑝, and 𝑝̂ = 𝑥

𝑛
 is the sample proportion. Suppose we 

want to test the hypotheses as following at size 𝛼, 𝐻0: 𝑝 = 𝑝0 versus 𝐻1: 𝑝 ≠  𝑝0. Then the critical 

values for the rejection region are given by 𝑝̂𝑐,𝑙𝑜𝑤𝑒𝑟 = 𝑝̂𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �𝛼
2

,𝑝0,�𝑝0(1−𝑝0)
𝑛

�, 

and 𝑝̂𝑐,𝑢𝑝𝑝𝑒𝑟 = 𝑝̂1−𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �1 − 𝛼
2

,𝑝0,�𝑝0(1−𝑝0)
𝑛

�. 

 
NORMAL INVERSE FUNCTION IN TEACHING COMPUTATION OF PROBABILITY OF 
TYPE II ERROR  

When the probability of making type II error or the power of the test is taught in statistics 
textbooks, the z-score transformation is used twice. One, for instance, is to determine 𝑥̅𝑐 by solving 
the equation such as 𝑧𝑐 =

𝑥̅𝑐−𝜇0
𝜎𝑥�

 in testing the population mean, and another is to compute the 
probability of making a Type II error because the sampling distribution of 𝑋� is normal but not 
standard normal in general. It is difficult for students to grasp the concepts and main tasks because 
of the tedious Fcomputation between two normal variables, standard normal 𝑍  and sampling 
distribution 𝑋� or 𝑃�. The examples given in the below provide the applications of the methods in 
Section 3. The process of problem solving with normal inverse function involved can reduce the 
tedious calculation works, and students can focus on the concepts of the rejection region and Type 
II error without getting distracted. 

Example 1 Let a simple random sample of large sample size of 𝑛  be drawn from a 
population with the population standard deviation of 𝜎 < ∞, and 𝑥̅ be the sample mean and 𝑠 be 
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the sample standard deviation. Suppose we want to test the hypotheses as following at size 𝛼, 
𝐻0: 𝜇 = 𝜇0 versus 𝐻1: 𝜇 < 𝜇0.  

According to Case 3.1, the critical value for the rejection region with respect to 𝑋�  is 
𝑥̅𝛼  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �𝛼, 𝜇0, 𝑠

√𝑛
�. If 𝑥̅ < 𝑥̅𝛼, then we reject 𝐻0. So 

𝑃(𝑇𝑦𝑝𝑒 𝐼𝐼 𝑒𝑟𝑟𝑜𝑟) = 𝑃(𝑋� > 𝑥𝛼 ,𝜇 ≠ 𝜇0) =  1 −𝑁𝑜𝑟𝑚.𝐷𝑖𝑠𝑡(𝑥̅𝛼 ,𝜇,
𝑠
√𝑛

, 𝑡𝑟𝑢𝑒). 

Example 2 Suppose that a large number of simple random samples of size 𝑛 is taken from 
the population. Let 𝑝̂ = 𝑥

𝑛
 be the sample proportion, and 𝑛𝑝̂(1 − 𝑝̂) ≥ 10 and 𝑛 ≤ 0.05𝑁. Suppose 

we want to test the hypotheses as following at size 𝛼, 𝐻0: 𝑝 = 𝑝0 versus 𝐻1: 𝑝 > 𝑝0.  
According to the result from Case 3.3, the critical value for the rejection region with 

respect to 𝑃� is 𝑝̂1−𝛼/2  = 𝑁𝑂𝑅𝑀. 𝐼𝑁𝑉 �1 − 𝛼
2

,𝑝0,�𝑝0(1−𝑝0)
𝑛

�. If 𝑝̂ > 𝑝̂1−𝛼/2, then we reject 𝐻0. So 

𝑃(𝑇𝑦𝑝𝑒 𝐼𝐼 𝑒𝑟𝑟𝑜𝑟) = 𝑃(𝑃� < 𝑝̂1−𝛼/2,𝑝 ≠ 𝑝0) =  𝑁𝑜𝑟𝑚.𝐷𝑖𝑠𝑡(𝑝̂1−𝛼/2,𝑝,�
𝑝(1 − 𝑝)

𝑛
, 𝑡𝑟𝑢𝑒). 

 
CONCLUSION 

The idea of using quantiles of the distribution of the specified random normal variable to 
construct a confidence interval enables students to use the currently existed computing technology, 
normal inverse function, to obtain an answer more quickly and less tediously, or directly 
implicating the non-standard normal distribution itself rather than a conversion to the standard 
normal. In addition, the inverse function of the specified random normal variable can also be 
extended to determine the critical values for hypotheses tests. Some processes and procedures are 
no longer necessary because technology has made them obsolete. Normal inverse function can also 
be used in teaching computation of probability of making type II error or the power of the test 
avoiding tedious computation. But above all, the method showed in the study gives a more direct 
and natural manner with the definitions involved only to solve the problems to students. It makes a 
great contribution in effectively teaching to instructors and productive learning to students in 
statistics courses. 
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